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Abstract

Neural language models have become powerful
tools for learning complex representations of
entities in natural language processing tasks.
However, their interpretability remains a sig-
nificant challenge, particularly in domains like
computational biology where trust in model
predictions is crucial. In this work, we aim
to enhance the interpretability of protein lan-
guage models, specifically the state-of-the-art
ESM model, by identifying and characteriz-
ing "knowledge neurons" – components that
express understanding of key information. Af-
ter fine-tuning the ESM model for the task of
enzyme sequence classification, we compare
two knowledge neuron selection methods that
preserve a subset of neurons from the origi-
nal model. The two methods, activation-based
and integrated gradient-based selection, consis-
tently outperform a random baseline. In partic-
ular, these methods show that there is a high
density of knowledge neurons in the key vector
prediction networks of self-attention modules.
Given that key vectors specialize in understand-
ing different features of input sequences, these
knowledge neurons could capture knowledge
of different enzyme sequence motifs. In the fu-
ture, the types of knowledge captured by each
neuron could be characterized.

1 Introduction

Neural language models, such as transformers and
recurrent neural networks (RNNs), have proven in-
credibly powerful in learning rich representations
of entities for downstream natural language pro-
cessing tasks. However, they are often considered
“black boxes," making it challenging to understand
and interpret the representations they learn (Sun
et al., 2021). This lack of interpretability is an
especially critical issue in the domain of computa-
tional biology, where neural language models are
increasingly being used for high-liability applica-
tions such as drug discovery and disease predic-
tion. In molecular biology, language models have

broadly been applied to learn representations of
proteins for downstream tasks (Wu et al., 2023).
For example, the Evolutionary Scale Model (ESM)
transformer is the state-of-the-art protein language
model, aiding in tasks like protein property, struc-
ture, and function prediction (Verkuil et al., 2022).
However, it remains unclear how exactly ESM is
able to make its predictions, decreasing the amount
of trust scientists place in the model’s representa-
tions and decisions.

The lack of interpretability in language models
arises from the complexity of their architecture (Za-
far et al., 2021). These models contain numerous
layers and millions of parameters, making it diffi-
cult to discern how they arrive at their predictions.
Additionally, it is difficult to assess which compo-
nents of a pre-trained model are most important for
a downstream task. Our research project aims to
address this problem of interpretability in protein
language models, focusing on the ESM-2 trans-
former model fine-tuned for the task of enzyme
sequence classification.

We evaluate two methods to reveal which com-
ponents of the pre-trained model learn the most
relevant information, allowing for the identification
of knowledge neurons that express understanding
of key facts, such as motifs in protein sequences
that are strong indicators of certain enzyme classes.
In this study, we specifically evaluate activation-
based and integrated gradients-based methods to
label each neuron as knowledge-expressing or not.
This work serves as a first step towards charac-
terizing the components of large biological mod-
els, eventually building towards discovering which
facts each neuron learns to express. By shedding
light on the learned representations of protein lan-
guage models, we can potentially enhance their
accuracy and utility in these critical applications.
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2 Related Work

2.1 Language Model Interpretability
In the past few years, a growing body of work has
been devoted to analyzing the inner workings of
neural network models in natural language process-
ing. Dai et al. (2021) proposed that pre-trained lan-
guage models contain knowledge neurons, propos-
ing that certain neurons learn specific concepts, and
these neurons are most important in tasks requiring
expression of certain knowledge. The authors of
this work investigate two methods for identifying
knowledge neurons: analyzing neuron activations
and integrated gradients. After identifying knowl-
edge neurons in the Bidirectional Encoder Repre-
sentations from Transformers (BERT) model using
both methods, the authors of this work show that a
network consisting of just the knowledge neurons
performs better than a random subset of the origi-
nal model, where all submodels are the same size
(Devlin et al., 2018).

A few papers have attempted to deconstruct
model architectures through analysis of neuron ac-
tivations, based on the hypothesis that neurons with
higher activation values correlate with expression
of knowledge (Rethmeier et al., 2020), (Meng et al.,
2022). An activation value refers to the output pro-
duced by a neuron. Selecting knowledge neurons
by activation magnitude is a reasonable method to
evaluate because activation values are related to the
self-attention values in a transformer, as described
in more detail by Dai et al. (2021).

Integrated gradients is a knowledge attribution
method proposed by Sundararajan et al. (2017),
providing a method to evaluate the contribution of
each neuron to knowledge predictions. The method
involves gradually changing the value of a specific
weight in the network while measuring the effect
on the gradient of the model output calculated with
respect to the weight of interest. If the given neuron
is a knowledge neuron, its integration value will be
low, given that the gradient value does not change
upon perturbation. This method has proven effec-
tive for interpreting models in several application
areas such as for diabetic retinopathy detection and
machine translation (Sayres et al., 2019), (Sanyal
and Ren, 2021).

Given that activation-based and integrated
gradient-based interpretability methods are fairly
new, they have not been applied to protein language
models. However, a related class of interpretabil-
ity methods is popular in the computational biol-

ogy domain: attention weight analysis. For exam-
ple, a group of researchers investigated attention
in protein language models by iterating through
the model’s layers, visualizing attention weights,
and then analyzing the extent to which each one
resembles a protein contact map (Vig et al., 2020).
This method enables connections between certain
model layers and biological concepts, but attention
weight analysis does not yield importance values
for all neurons in the attention head. Therefore,
attention weight analysis is out of the scope of this
project, though activation-based methods are moti-
vated by the self-attention mechanism. In addition,
interpreting a model by its activations or integrated
gradients can offer benefits over attention weight
analysis. For example, these methods capture infor-
mation flow while attention weights do not (Qiang
et al., 2022).

2.2 Protein Language Models
Protein language models are trained on large-scale
protein sequence databases for the task of struc-
ture or function prediction (Hu et al., 2022). They
can be trained using a variety of deep learning ar-
chitectures, such as LSTMs or transformers. The
first examples of deep learning models trained on
protein sequences became popular in 2018 when
a convolutional neural network was trained on
sequence features to predict structural properties
(Jones and Kandathil, 2018). Over time, many
modifications were made such as replacing the
CNN with more sequence-suited architectures and
adding multiple sequence alignment (MSA) infor-
mation. In 2019, the first iteration of the ESM
model was released, achieving state-of-the-art re-
sults (Rives et al., 2019). As shown in Figure 1, the
ESM model is a transformer trained as a masked
language model. The model consists of six self-
attention heads, with several dropout layers in be-
tween. In our work, we use a base model of 8
million parameters.

Figure 1: ESM model architecture consists of several
stacked attention heads, along with an NLP to predict
the identity of masked amino acids.



3 Methods

3.1 Selected Task: Enzyme Classification
As stated previously, here we focus on the interpre-
tation of the ESM protein language model which
is pre-trained on over 50, 000 protein sequences
(Verkuil et al., 2022). We stack a linear classi-
fication head onto the encoder and fine-tune the
full model for the task of enzyme sequence clas-
sification. From the Protein Data Bank (PDB),
a set of 11, 731 enzyme sequences were down-
loaded, each with an enzyme class label (PDB).
The six classes are oxidoreductases, hydrolases,
transferases, lyases, isomerases, and ligases, and
each enzyme class has roughly the same number
of sequences in the dataset. This dataset was ran-
domly split into 80% train and 20% test, and the
training set was used to fine-tune the model. The
test set was used for all evaluations.

We hypothesize that enzyme classification is a
suitable task for knowledge neuron discovery for
several reasons. First, enzymes often exhibit com-
mon motifs, or specific sub-sequences within the
overall sequence, that are generally good indica-
tors of being a certain enzyme and thus essential
for accurate classification. Knowledge neurons
could specialize in recognizing these motifs. Addi-
tionally, enzyme classification is a task that relies
heavily on the evolutionary information learned by
the pre-trained ESM encoder but does not rely on
all aspects of what ESM has been trained to learn.
It is therefore plausible to hypothesize that a subset
of the model can still perform well on this task.

3.2 Experimental Set-Up
We compare two potential methods to identify
knowledge neurons in our trained enzyme clas-
sification language model, along with a baseline
method. Similar to Dai et al. (2021), we hypothe-
size that important factual knowledge in pre-trained
language models is stored in the query-key-value
prediction feed-forward networks. Therefore, we
focus on identifying knowledge neurons in the Esm-
SelfAttention modules contained in our model ar-
chitecture.

Identifying knowledge neurons involves ablat-
ing or essentially "turning off" all other neurons to
create a subset of the original model. We refer to
this computed subset of neurons as a submodel. To
ablate an input neuron of a linear layer, or effec-
tively remove it from the model, all weights and
biases associated with the neuron are set to zero.

We compare different knowledge neuron selec-
tion methods. First, our baseline method involves
randomly selecting a subset of neurons, given a
target percentage of parameters to preserve. We
compare the effect of preserving an overall of 50%,
25%, 10%, and 1% of parameters. Our next se-
lection method is activation-based, in which we
preserve neurons whose mean activation magni-
tudes on the test set are the same value or higher
than a given percentile, again defined by a target
percentage.

The final knowledge neuron selection method
we assess is based on integrated gradients. From an
intuitive perspective, as stated previously, the value
of the integrated gradients measures the effect of
perturbing a specific model weight. If the effect is
significant, meaning that the output of the model
highly depends on this weight’s value, the weight
is likely associated with a knowledge neuron.

Here, we formally define our procedure. Given
an input enzyme sequence x, the probability of the
model predicting the correct enzyme class is given
by the following equation:

Px(ŵi
(l)) = p(y∗|x,w(l)

i = ŵi
(l))

In this equation, w(l)
i is the ith neuron in the lth

attention head and y∗ denotes the correct answer.
ŵl
i is the value that the corresponding weight has

been set to after training. To calculate the integrated
gradient, we follow this equation as given by the
Captum library (Cap).

IG(w
(l)
i ) = w̄i

(l)(

∫ 1

α=0

∂Px(αw̄i
(l))

∂w
(l)
i

dα)

The partial derivative calculates the gradient of
the model output with respect to the neuron weight
of interest. Since directly calculating the continu-
ous integral is intractable, in the Captum library,
the integral is calculated as a Reimann sum.

For each neuron weight, integrated gradients
were calculated with respect to every data point
in the test set’s corresponding output. We take
the average over the test set, and average over the
weights, to arrive at an importance value for each
neuron. This process was highly memory-intensive,
so it was conducted once on a cloud GPU cluster,
and then serialized for further analysis.

3.3 Evaluation
To evaluate the efficacy of each method in their
ability to identify knowledge neurons, we construct



submodels comprised of the identified knowledge
neurons and measure the submodels’ accuracy on
the test set. This analysis is conducted at various
submodel sizes, as a percentage of the original
model size. Specifically, we construct submodels
containing 50%, 25%, and 10%, and 1% of self-
attention head neurons. Additionally, we visualize
the knowledge neurons with respect to the overall
model architecture.

4 Results

4.1 Activations and Gradients Identify
Knowledge Neurons

Using the random selection method, activation-
based selection method, and integration gradient-
based selection method, 4 different sizes of sub-
models were created, ranging from preserving 50%
to 1% of the original model’s self-attention module
parameters. Ideally, these submodels contain all
predicted knowledge neurons. Figure 3 displays
the accuracy of these submodels on the test set of
enzyme sequences, and Table 1 shows the exact
test accuracy values in each setting.

Figure 2: Bar graph displaying the test accuracy of
various submodels on the task of enzyme sequence clas-
sification. The black bars denote performance of sub-
models created by random selection. The red bars corre-
spond to activation aware selection and the purple bars
correspond to integrated gradient aware selection.

The test accuracy of the original model is 0.9131.
Given the drastic drop in accuracy between the
original model and even the largest submodel, it is
clear that many of the query, key, and value neu-
rons in the pre-trained ESM model are very impor-

tant. However, given the notable difference we ob-
serve between the random selection and activation-
based and gradient-based selection methods, some
neurons are evidently more important than others.
These neurons can be considered knowledge neu-
rons, though they are not responsible for learning
all relevant knowledge.

We observe that the integrated gradient aware
selection method performs the best for the 50%
and 25% submodels. The activation and gradient
methods perform almost the same for the smaller
submodels of sizes 10% and 1%. From this result,
we hypothesize that when asked to select fewer
knowledge neurons, the activation and integrated
gradients method may reach a consensus. When
asked to select a larger number of knowledge neu-
rons, the integrated gradients method selects a sub-
set of neurons with higher knowledge expression.

Overall, given that submodels created by activa-
tion and integrated gradient-based selection con-
sistently outperform the random baseline, we can
conclude that these methods successfully identify
knowledge neurons.

4.2 Analysis of Identified Knowledge Neurons

We then perform further analysis on submodels
of 50%, 90%, and 99% sparsity, equivalent to pre-
serving 50%, 10%, and 1% of neurons. In Figure 3,
we show analysis at 50% sparsity. To create these
heatmaps, each neuron in the original model was
labeled with a 0 or 1, corresponding to an ablated
neuron or knowledge neuron respectively. Each
cell in the heatmap corresponds to a group of 200
adjacent neurons, and the displayed value is the
average label of neurons in the group. Therefore,
darker values indicate low density of larger neu-
rons. Additionally, rows in the heatmap correspond
to different layers, as labeled.

In Figure 3, we observe that with activation-
aware ablation and gradient-aware ablation, neu-
rons in the value vector prediction feed-forward
networks are the least important. When using ran-
dom neuron ablation, as demonstrated in the first
heatmap, neurons are uniformly dropped across
all layers. Therefore, there are no discernible pat-
terns, and all heatmap values are approximately 0.5.
However, in both activation neuron ablation (center
heatmap) and gradient neuron ablation (right-most
heatmap), we can see that there are darker bars
across the layers labeled as values. This means
that many neurons in these layers are dropped, in-



Methodology 100% 50% 25% 10% 1%
Random Selection 0.9131 0.1798 0.0878 0.1866 0.1866
Activation-Based Selection 0.9131 0.2850 0.2842 0.2889 0.2965
Integrated Gradients-Based Selection 0.9131 0.3550 0.3122 0.2890 0.2965

Table 1: We compare the efficacy of activation-based and integrated gradients-based selection of knowledge neurons
and compare to random selection. The columns denote the size of the submodel, comprised of predicted knowledge
neurons, as a percentage of the original model’s size.

Figure 3: From these heatmaps, we can see that when using 50% sparsity, neurons related to the value are the least
important for knowledge expression. When using random neuron ablation, as demonstrated in the first heatmap,
there is no discernable pattern in the neurons that are dropped. However, in both activation neuron ablation (second
heatmap) and gradient neuron ablation (third heatmap), we can see that there are darker bars across the layers
labeled as values. This means that these layers are dropped using the respective algorithm, indicating that these
neurons are less important in knowledge expression. Therefore, from using 50% sparsity, we can conclude that the
neurons related to value are not as important for knowledge expression.

dicating that the neurons in these layers are less
important for knowledge expression. Therefore, at
50% sparsity, we can conclude that neurons in key
and query prediction networks are more important.

Figure 4 shows the same analysis for 90% spar-
sity. As sparsity increases to 90%, the integrated
gradients method starts identifying knowledge ex-
pression in all layers while the activation-aware
method still primarily sticks to key and query neu-
rons. Finally, in Figure 5, we see that both the
activation and integrated gradients methods select
neurons in the key vector prediction networks.

Here, we hypothesize why the key-related neu-
rons are predicted to be most important for knowl-
edge expression. Placing important neurons in the
key prediction FFNs could allow for a more selec-
tive attention mechanism, meaning that the model
can focus on specific aspects of the input sequence
by assigning higher importance to certain key vec-
tors. Given that key vectors represent different
features of the input sequence, it is likely that these
knowledge neurons specialize in capturing knowl-
edge of different enzyme sequence motifs. Addi-
tionally, key vectors often serve as a compressed

representation of the input sequence, and perform-
ing this dimensionality reduction step in a way that
aids the task is important.

5 Conclusions

In this research, we addressed the challenge of in-
terpretability in protein language models, focusing
on the Evolutionary Scale Model (ESM-2). Our
goal was to identify knowledge neurons within the
model, shedding light on the components that con-
tribute most significantly to its predictions in the
context of enzyme sequence classification. We em-
ployed activation-based and integrated gradients-
based methods to identify knowledge neurons, com-
paring their performance against a random selec-
tion baseline. Our results demonstrate that both
activation and integrated gradients methods con-
sistently outperform random selection, indicating
their effectiveness in pinpointing neurons crucial
for knowledge expression. Specifically, the inte-
grated gradients method performed the best, with
activation-aware selection following closely after.
Moreover, our analysis revealed intriguing patterns
in the importance of different types of neurons.



Figure 4: As sparsity increases to 90%, the activation neuron ablation starts identifying knowledge expression in all
layers while the gradient still primarily sticks to value neurons. This indicates that the gradient neuron ablation
might be the best approach for determining which neurons to drop.

Figure 5: We can see that the key neurons are the most important for knowledge expression. In the random neuron
ablation (first heatmap) there doesn’t seem to be an apparent pattern. However, with both activation neuron ablation
and gradient neuron ablation, we can see that the layers with key neurons seem to be the only ones that are not
completely purple and have other colors in them. This suggests that the only type of neurons that don’t seem to
be dropped are the ones related to keys, indicating that the key neurons are the most important for knowledge
expression.

Specifically, neurons related to key vectors in the
self-attention mechanism were consistently iden-
tified as crucial for knowledge expression. This
finding suggests that these knowledge neurons spe-
cialize in understanding different parts of the input
enzyme sequence.

The knowledge gained from this research can
guide further improvements in model architectures
and training strategies, potentially leading to more
accurate and reliable protein language models. For
example, for the task of enzyme sequence classi-
fication, increasing the dimensionality of key vec-
tors in the ESM encoder may improve performance,
given that the key neurons are learning crucial in-
formation.

While our current research provides valuable
insights, there are avenues for future exploration.
One promising direction is to delve deeper into
knowledge neuron analysis by moving beyond bi-

nary classification (knowledge neuron vs ablated
neuron) and instead classifying the types of knowl-
edge encoded by specific neurons. This could
involve developing methods to categorize the in-
formation captured by neurons into distinct bio-
logical or structural features. Understanding the
nuanced nature of knowledge representation in
protein language models could provide more fine-
grained insights into the model’s comprehension
and decision-making processes. Additionally, ex-
tending the analysis to different tasks within com-
putational biology and applying these interpretabil-
ity methods to other state-of-the-art protein lan-
guage models would further validate and generalize
our findings.

6 Impact Statement

Here, we highlight the impact of our work on the
existing state of machine learning applications and



society at-large. Protein language models are in-
creasingly being used for real-world drug discovery
applications. For example, ESM protein embed-
dings are frequently used to represent protein bind-
ing targets for downstream molecular generation
tasks. Generative models use the ESM embedding
to design small molecule drugs that bind to the
given protein.

On one hand, further work on protein language
model interpretability could enhance the quality
of such embeddings. For example, as we did in
this work, understanding the most important com-
ponents of the pre-trained ESM model for enzyme
sequence classification could lead to architecture
optimizations for this task. This would then lead
to higher quality enzyme vector representations,
allowing a downstream generative model to design
enzyme inhibitor molecules for therapeutic appli-
cations with higher success rate.

On the other hand, it is important to note that
the ESM model, and related biological language
models, should not be applied blindly. Though
our work aims to shed light on the model’s inner
workings, it is still difficult to interpret the specific
knowledge each neuron learns. Therefore, human
experts are required to verify all predictions.

It is also important to acknowledge and address
possible biases in our study. We acknowledge that
our study is heavily based on a pre-trained lan-
guage model, ESM, which may encode biases from
its training data and training procedure. Particu-
larly, the ESM model is trained and fine-tuned on
a subset of the Protein Data Bank, a dataset where
proteins with healthy function are most represented.
Therefore, applying the findings of this study to in-
form tasks dealing with disordered proteins should
be done very carefully. In our study, we also en-
sured we worked with only publicly available, non-
personally identifying data that does not put any
individual at privacy risk.

Based on this analysis, we recommend that biol-
ogists and clinical experts work together with ma-
chine learning researchers to pave a path towards
useful interpretation of biological language models.
We hope this work sheds light on the importance
of interpretability research, motivating the field to
collectively take steps towards understanding the
"black box" of LMs.
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